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message tables are needed in either the master or local executives.

Once PALEFAC has chosen the subaddresses necessary, every sub-

system then has a fixed TA/SA which is used in the message tables.

There is no distinction between TA’s of RTs and RLUs in these message

tables. For some types of error processing a distinction is made,

however , as is described in Section 2.3.

The composition of the activity register of an RLU is different

from that of RTs. The physical mapping of a bit in the activity re-

gister to a corresponding channel in an interface module of an RT is

not applicab le to RLU ’s. Therefore, the activity register contents

needed by the master executive for finding the correct BCIU instructions

in the MINK table may be chosen in a sequential manner by PALEFAC .

During startup initialization , each link module supporting an asyn-

chronous interface to a subsystem is provided with a request vector

which should be returned as the content of the activity register in

reply to mode command 16 from the master executive. Figure 5 diagrams

the procedure at the RLU.

When a subsystem makes a request, the Link Manager places the

activity register value assigned to the subsystem in the Activity Request

Queue (ARQ) . The RLU alerts the master processor of an asynchronous

message request by setting the activity bit in the status word. In

response to mode command 16, the RLU returns the highest priority value

in the ARQ. After the message has been processed, the master executive

sends mode command 17 clearing that request from the ARQ.

-L - 11 
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2.2 SYSTEM INITIALIZATION AND ADDRESS ASSIGNMENT

The initialization of a system containing RLU’s proceeds in a

manner similar to that presently used in the DAIS system. After start—

up, configuration, and software verification/loading, the polling of

remote terminals and remote link units takes place. The manner in

which RT’s and RLU ’s are polled constitutes the major difference between

the present system initialization and that required with remote link

units.

2.2.1 System Tables

At the time of system startup and initialization, the RLU’s must

be given information regarding the subaddresses and activity register

values assigned to each subsystem by PALEFAC . In addition, two new

tables are needed for this purpose, called the Terminal Configuration

Table (TCT) and the Device Configuration Table (DCT).

The TCT (see Figure 6 ) contains the following information for

each terminal address: the type of device (RT or RLU) the status of

each RLU, a pointer into the DCT table, and the number of corresponding

entries in DCT.

The DCT has entries grouped by RLU address (see Figure 7 ).

Each entry has three parts : Subaddress , Electronic Identification num-

ber (EID) and interface configuration. Thus, for any RLU terminal

address the DCT specifies the subsystem EID that has been assigned to

each subaddress, and the interface configuration required by each sub—

system. The interface configuration includes a PALEFAC—assigned contents

for the activity register to be used by subsystems with asynchronous

transmission capability .
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The interface configuration portion of an entry in the DCT table

may contain additional information for subsystems which are connected

to an RLU, but which do not have an EID or electronic nameplate. This

information would include pointers to data conversion routines, sub-

system diagnostic routines, and ICA configuration parameters, all to

be downloaded to the RLU at initialization time.

Both the TCT and DCT are constructed by PALEFAC . However, the

master executive updates status information in the TCT during initial-

ization and during error processing.

2.2.2 Initialization Procedure

At system initialization, during the polling of RT’s and RLU ’s,

the following operations are performed by the master executive:

— Each RLU , through its TA, is polled for status. The TCT is

referenced for this procedure.

— Each RLU address is informed of the subsystems which have been

assigned to each subaddress, and of the activity register values to be

used by asynchronous subsystems. Both TCT and DCT are used in this

procedure.

— Hardware and sof tware configuration information is downloaded

to RLU’s which have subsystems without an electronic nameplate.

All of these operations are performed as messages to the Link

Manager of each RLU (SA—1). Figure 8 outlines the initialization se-

quence.
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2.3 ERROR/FAILURE MANAGEMENT

Because messages are transmitted on the bus in the same format as

with the present DAIS, most of the responses to errors encountered are

the same . However , enhanced error handling is available through the

Link Manager of the RLU .

2.3.1 Retry Procedures

Whenever the master executive receives a message error indication

from an RLU, retry procedures are performed through mode commands in a

manner similar to that presently implemented in DAIS. At that time,

the Terminal Configuration Table (TCT) must be updated. Through messages

to/from the LMG the final status will be determined. Entries are then

made in the TCT, as appropriate, for that TA.

2. 3.2 Reconfiguration

When a subsystem failure occurs and it is determined that the sub-

system needs replacement , it can be replaced by a spare interfaced

through the same RLU. The Link Manager will alter the subaddress mapping

to route messages to/from the new subsystem.

If the LMG or an LM detects a failure, this reconfiguration can

occur automatically without intervention by the master executive. How—

ever, the reconfiguration can also be directed by the master executive

to an LMG if the results of the retry procedures indicate a failed

subsystem.

2.4 IMPACT ON DAIS

The proposed interface utilizes 1553B and requires no changes in

18
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the existing DAIS hardware. The local executive software is also Un—

affected . Changes are required in PALEFAC and the master executive,

I but are not substantial. Section 8 summarizes the overall impact of

the RLU on DAIS.
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SECTION III

LINK MODULE

• The basic architecture of the Link Module (LM) is illustrated in

Figure 9 . The LM processor communicates commands, status, and data

with the Link Manager (LMG) through a Shared Memory (SM) interface.

The processor has its own memory, ROM , EAROM, and RAM, for storage of

programs and data. The Interface Configuration Adaptor (ICA) provides

a configurable universal interface to a wide range of subsystem signal

types. The Nameplate Interface Controller (NIC) implements the Sub-

system Information Channel (SIC) with the electronic nameplates (NP)

on each subsystem so equipped. Each of these LM components is described

in greater detail in the sections that follow.

The LM supervises the transfer of data between the subsystems to

which it is interfaced and the LMG. Programs in the LM provide data

conversion and data validity checks as the data is passed between the

ICA data buffers and the shared memory interface to the LMG.

Through the ICA , the LM also directs the configuration of the

universal interface to each subsystem. The required configuration

information is either extracted from the subsystem’s electronic name—

plate via the SIC, or obtained directly from the LMG.

3.1 LINK MANAGER INTERFACE

3.1.1 Shared Memory Organization

To the Link Manager, the interface with the Link Module appears

to be 128 words of Shared Memory (SM). Control and timing signals are

included to provide arbitration of access to the SM by the LMG and the

20 
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• LM. The memory is partitioned into three major areas as shown in

Figure 10 . These areas are: commands to the LM from the LMG, status

from the LM to the LMG, and buf fe r s  for  data transfers in either direc—

t ion.

The commands are detailed in Table 3 . There are two types of

commands: LN Function Commands and Data Transfer Commands. These are

written only by the LMG and never by the LM. When the LMG writes into

either of the command words, a vectored interrupt is generated to the

LM. The interrupt vector indicates which command word or byte was

written, and whether it was written by the LMG’s host processor (Manager

Processor) or the LMG’s DMA controller (Link Control Unit). For the

LM Function Commands , the LMG places the command name, along with any

necessary parameters, into the LM Function Command area. These commands

are received by the LM and, in general, cause the execution of various

system tasks, as described later in Section 3.2, or simply control access

to the LM Buffer. The Data Transfer Commands are used when the RLU

receives a receive or transmit command over the 1553B bus. The LMG

places the appropriate Data Transfer Command into shared memory to

initiate or terminate the data transfer .

The SM status area is detailed in Table 4 • The LM Function

Status informs the LMG of the outcome resulting from the previous 124

Function Command. The Data Transfer Status provides the ‘required hand-

shake with the LMG after receipt of a Data Transfer Command. The Status

Alert word is set by the 124 to indicate that there has been a status

change in one of the other status categories: Link Address Status,

22 
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8—bit SM Addresses : 
. ‘ Data Transfer Command 1 word

LM Function Command 27 6 5  4 0 (unused) 3I Status Alert 2
L~ 

1 1 X X X X X 124 Hardware Status 3
-

• 

- NP Hardware Status 2

121 Function Status 2
~~ Data Transfer Status 1

7 6 5 4 1 “

~

“ 

LA Status1 1 l6 words1 1 ~ LA (1 word/IA)

7 65 10 7 LM
I V 32 words1 0 Word Counter I 0 Buffer

N
_ _

Subsystem

I I/O
/ Buffer 1 32 words

~~ 1~l Word Counter 

1 0

Subsystem

I/O

Buffer 0 32 words

Figure 10 124’s 128—word Shared Memory Interface
23
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TABLE 3

SM COMMAND AREA

121 FUNCTION COMMANDS

RESET — halt all system activity, stop all tasks and remove
from Active Task List, reset all status.

NPINIT— run NP Initialization Task to initialize all NP’s
and construct NP Topology Table.

NPDIAG— run NP Diagnostic on all NP’s, or on selected NP’s.

LMDIAG— run LM Diagnostic on processor, memory , selected ICA
channels, or entire LM.

CONFIG— run Configuration task to configure all or selected
subsystems.

PRGMLD— rim Program Load task to load data conversion and
subsystem diagnostic programs for all or selected
Link Addresses.

SSDIAC— run Subsystem Diagnostic for all or selected Link
Addresses.

RUNIO — run Data I/O tasks on all or selected Link Ad-
dresses.

STOPIO— stop Data I/O task on all or selected Link Addresses, 
F

and remove from Active Task List .

XFRTBL— transfer selected LM system tables to/from LMG.

STATUS— request modification of SM status words , such as
a status indication previously set by the 124.

DATA TRAN SFER COMMANDS

INIT — ia~s~~ ipt the LM, indicating -the-4nitiation of a
data transfer.

REL — interrupt the UI , releasing the I/O buffer , and
indicating completion of the data transfer.

• 24
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TABLE 4

SM STATUS AREA

The task responsible for setting each status below is given in brackets
(all go through the SM Handler) :

LM Function Status

- Status returned from last couunand, indicating success/failure
and type of failure ELM Command Processor]

Data Transfer Status

Acknowledgement of available buffer , which buffer available ,
buffer  requested , which buffer taken, word subcount of
message [LMG, Data I/O]

Status Alert

Indicator to LMG of any revised status [any task setting status]

LA Status (f o r  each LA)

Operational Status: Up (fully functional)/ Not up (some
problems) /down (non—functional) [Errnr Analysis)

. Asynchronous service request [Data I/O]

LM Hardware Status

Operational Status: Up (fully functional) /Not up (some
problems) /down (non—functional) ELM Diagnostic]

- Status returned from self—test of LM ELM Diagnostic]

Status returned from test of ICA ELM Diagnostic ]

NP Hardware Status

- Status of NP Interface Controller [NP Diagnostic]

• Status of NP’ s [NP Diagnostic]

~~~~~~~~~~~~~~ 
•~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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UI Hardware Status , or NP Hardware Status. Both the LM Function Status

and the Status Alert are written only by the UI and generate vectored

interrupts to the 124G. The Data Transfer Status , however, does not

generate any interrupts and may be modified by the LMG ; its special

nature is further described in Section 3.1.2.

The 128 words (256 bytes) of shared memory are addressed by the

LMG using an 8—bit address. However, the 128 words seen by the LMG

actually map to more than 128 words in the UI. In particular, the Data

Transfer Status word and the 32—word Subsystem I/O Buffer are repeated

16 times in the 124, once for each Link Address (LA). An LA is assigned

by an 121 to each of its subsystems, and is used by the LMG when refer-

ring to a subsystem. Section 3.1.3 describes how the LMG specifies the

LA during data transfer operations , thereby selecting the status word

or I/O buffer being addressed. In addition, there are actually two

Data Transfer command words in each UI , one for commands from the LMG’s

Manager Processor (MGP) and one for commands from the LMG’s Link Control

Unit (LCU) , and each with its own interrupt vector.

Figure 11 illustrates how the 8—bit SM address combines with

the LA to form the true memory address in the UI.

3.1.2 Data Transfer Operations

Figure 12 illustrates very generally how the SM is used during

a data transfer . During 121 initialization, each subsystem on an UI is

given a Link Address (LA) which is used by the UI to refer to that sub—

system and its associated tasks . When the 121 goes through its con—

26
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I Base Address of Data LCUIEI (LCU Cind Bytes Cl/CO 1 word

L Transfer Command Words i~~10 I,.,__ L’~ Cmd Bytes Cl/CO 
~J 1 word

16 bit address in 121

15 5 4  1 ~ 

Data Transfer

Status WordsBase Address of Data [ 
~ 1 1 l 16 wordsTransfer Status Words J III (one per LA)

16—bit address in 124 

_II_uI,

8 words 411 LA 15

1 f
~~~~~~~~~~~~~~ I A l 4

.L 13

I :}~~~~~i~i~8—bit SM address from LMG: I — — — — — —

I L A 8  Buf l ,
7 6 5  1 0  f L A 7  total

I 0 1~I5554a3 2 ~I~i I L__ u ;
~~~

_ 
128 words

\\\ N  I 1 J ~E~E15 8 7 6  3 2 1 0 T L A 1
Address ~uf LA + a a 1~ ~~~~ — — —~~~bsys. Bufs. 11/0 0 a5a4a3 2

16—bit address in 121 
(Same as

Buf i Buf Ø,
I totalabove) 128 words

-

• 
_ _ _

Figure 11 Mapping of Addresses in the 124
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~ 
(ANALOUT)~~~

ANALOG B-4
OUTPUT 

- - ~~~~~ — -

(16 WORDS) _C:2_ - — 
‘_

.

_______ __________ 

,- (ANALOUT)D4

(8 WORDS) ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~UZ~
T (BINOUVB 4

________ STATUS UART (BINOUT)
c4

DISCRETE __________ 

FIPI) UART (BINOUT)~~4
(5 WoRDS) 

A [B IC  D 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~(~~~~UT)B
A

MUX 
~ (BINOUT )D 

(BIN0UT)c

Figure 20 Organization of the Data Output (DATAOUT)

Section of the Interface Buffer

54

—-5 _ _ __ _ _

~~~

i_ _

~

-

~

—

~

-

~~~

—-——-----------------

~ 

- - - - -



I

I—’— (IN/OUT )~

_ # 1  (COM/DIPP)~;

~~~‘ ‘~~~‘ — ‘ ‘~~~~~ (CLSR)

~ 
~~~~•— ,—•— ‘‘‘ (ANLOG)~

1

I r ’  ~~~~‘ (SER) G

~ 
t

I1_ ? _# #_ • • # _ _ _I  (DISCR)~;
I ’j — S —, — — — (~~z-rrR)
I ’  

-

‘ (FILTR) 
c

DIRECTION ...s.- J }_ .J_s_
~~~>

..._. ac. (TRSHLD) G

TYPE ~‘ I (LOLEVL)~;I’ 8
LEVEL ‘ ‘ ‘  —, ‘~~~~ ~~~~~~~~~ ~~~~~ #~~~~~~~~‘ # # —  (HILEVL) 

G

SCAN ‘ _9_Sf1._ i__# S_.s 4_ (Ac/DC)c
REFRESH I
RATE ‘‘~~~~~~~~ 

(FLAG/REFR)~

TX/RX RATE •
~~

—
~~~~~~~~-I#} ~~“““ (RFRSH)

G.1_S-I t# # 1 #u i i# u (RTCLK)c

‘ (WRDCNT )
G

Figure 21 Organization of Parameter Section of the

Interface Buffer
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specifies the signal level or levels for generating discrete output

signals. Word 3 (SCAN) specifies whether serial signals are to be

handled in flag mode or refresh mode, and whether analog signals are to

be processed as DC or AC. Word 4 (RFRSH) determines the rate of re—

freshing data in the serial refresh mode and in certain analog modes.

Word 5 (R/TCLK) specifies the bit rate for serial digital signals. Word

6 (WRDCNT ) specifies the word count for serial digital signals .

Figure 22 shows a single channel of the ICA subsystem signal in—

terface. Configuration of this interface is determined by the setting

of the electronic switches S1—S5 which are controlled by the configuration

parameters of the group containing the channel. Switzh Sl determines

whether the channel is f or input or output . Switch S2 determines

whether the signal mode is single—ended (common return) or differential.

Switch S3 connects current sources for switch—closure input signals.

Switch S4 determines the mode (AC or DC) of analog output signals.

Switch S5 electrically disconnects the subsystem from the ICA.

The output signal from the ICA channel is generated by the 12—bit

multiplying digital—to—analog converter (MDAC) , whose reference input

is either AC or DC depending on the mode of the output signal. For

discrete output, the group ’s low level (LOLEVL) or high level (HILEVL )

digital value, corresponding to output logic levels 0 and 1, is gated

through a digital multiplexer to the MUAC. Digital values for analog

output (ANALOUT) are gated through a tn —state buffer to the MDAC.

Input signals are brought through an instrumentation amplifier and

digitally controlled filter to a sample—and—hold circuit (S/H) for

analog input, and to a comparator (COX?) for discrete input. Threshold

for discrete input is established by the group threshold (TRSHLD) value.
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Filtering of all signals is done by digitally controlled filters

whose characteristics are determined by the configuration parameters of

the group. Testing of the channel is done by routing the output through

the input circuit.

Data arriving from the subsystems is stored in the input portion

(DATAIN) of the interface buffer, and data to be sent to the sub-

system appears in the output portion (DATAOUT) of that buffer. Differ-

ent types of data a~e stored in different words of the buffer.

The analog input line (ANALIN) for each channel is periodically

- 
- digitized and stored in the channel’s analog input word (INAN) of DATAIN.

Binary input lines (BININ) from the channels are strobed into the dis-

crete input words of DATAIN during each buffer memory cycle, inputs

from groups conf igured as static being loaded into the registers, while

inputs from groups configured as momentary being ORed into the registers

(thereby recording momentary switch closures). Thus ANALIN and BININ

values for output channels as well as for input channels are continuously

available to the LMP , which can use them for wrap—around testing of

output signals, for example. Serial input is placed in FIFO registers

which the LMP can read through a single address when the channel is not

busy. These registers are updated only at the request of the LMP.

Serial output is wrapped—around into these registers.

The digital value stored in the channel’s analog output word (OUTAN)

is continually available on the analog output word lines (ANALOUT) of

the channel. From these it can be routed to the MDAC which generates

the analog signal. The signal on the binary output line (BINOUT) for
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the channel carries the discrete output value (stored in OUTDIS) for

the channel except when the channel is being used for serial output.

In the latter case, it is generated by the serial control logic.

Serial output data is stored in the channel’s output FIFO register,

which the LMP can load through a single address when the channel is

not busy.

4.2.1 Serial Signals

Figure 23 shows the timing for serial data transmission. The

scheme shown differs from that of existing DAIS interface cards in that

some of the signals have been combined to form a reduced set of signals:

FLAG, ACKNOWLEDGE , and ERROR have been combined into FLAG/ACK, and

REQUEST and LOCKOUT into REQ/LOK. Thus, serial channels require only

f our lines: FLAG/ACK, REQ/LOK, SERCLK (the clock line), and SERDAT

(the data line). Output parity errors detected by the subsystem cause

FLAG/ACK to drop immediately, providing an error indication which can

be tested at the end of transmission. The signals are brought out of

a group on the four signal lines. Thus, each group can serve as a

serial input or output channel.

For input in the Flag Mode, the group waits until the subsystem

raises the FLG/ACK line. Then it raises the REQ/ACK line and issues

(word count) x 17 clock pulses (for 16 data bits and one parity bit per

word), and accepts the data transmitted over the SERDAT line. When the

J transmission is complete (as determined by the completion of the clock—

pulse sequence) , the group lowers the REQ/LOK line. Another transmission

will not begin until after the subsystem lowers the FLAG/ACK line.
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Input in the Refresh Mode is similar except that the transmission

is initiated by the group’s raising the REQ/LOK line. Clock pulses are

not issued until after the subsystem acknowledges the request by raising

the FLAG/ACK line. From this point on, operation is identical to that

for Flag Mode.

Serial output operation is identical to serial input operation

in the Refresh Mode , except that data is clocked out onto the SERDAT line

by the group. Also, upon completion of data transmission, the group

checks the state of FLAG/ACK before lowering the REQ/LOK line. If the

state is low the subsystem detected a parity error in the transmission.

4.3 OPERATIONAL CONTROL AND TIMING

Operational states of an ICA group are shown in Figure 24 • The

state of each group is determined by the configuration—parameters words

and the operational control word (command) for the group. All groups

are put into the UNASSIGNED state during power—on reset A group is

- 

- 
taken to the CONFIGURED state when a legitimate configuiation is defined

by the configuration—parameter words. The control word causes transi—

H - tions between the CONFIGURED, TESTING, and RUNNING states. Input

channels are electrically connected to the subsystems when CONFIGURED

or RUNNING. Output channels are connected to the subsystems only in the

RUNNING state. Thus, subsystems are unaffected by channels which are not

in the RUNNING state.

Status information for each group appears in the status word for

the group. Overall ICA status information, including stmmary informa—

tion from the group status words appears in the ICA status word. The

_ _  
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L~~ can examine this word to determine whether any of the groups need

servicing.

Since the ICA operates in four states which are determined com-

pletely by the configuration and control words (and therefore not by

any sequential operations) , the basic control logic is quite simple,

and the only timing problems relate to the operation oi the subsystem

interfaces themselves , and the interaction of these in terfaces and the

LMP interface.

The LMP interface is memory (some of which must be implemented

with parallel—access static registers, of course) to which access by

the ICA and the LMP is given in alternate hardware memory cycles. Thus,

to each of the ICA and the LMP the interface appears to be niemory which

operates at half the actual memory speed of the hardware memory. In

this section and subordinate sections only ICA memory accesses are under

consideration so they will be timed to coincide with the ICA part of

the memory cycle. The FIFO registers used f or serial I/O are locked

away from the Liii’ during the serial operations , so a group operating

as a serial channel can access its FIFO registers at any time.

Operation and timing for various functions are described in the

following sections. Parallel binary I/O is not shown since it is

assumed that this is implemented with parallel—access static registers

which are strobed in every memory cycle.

-5,

4.3.1 ADC Operation

The ADC of the ICA sequentially samples (via the associated

analog multiplexer) the analog signals from all channels and places
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the converted values in the proper analog input words (INAN) of the

- - ICA/LN interf ace. All channels, except those in the AC mode, are

scanned asynchronously at the maximum rate of the ADC, the channel

sample—and—hold circuit (S/H) being held in the SAMPLE state. For

channels in the AC mode, the signals are 8alnpled by the channel S/H

at the time of signal peak as determined by the AC synchronizing

signal (ACSYNC) I and held there until the next time of ADC conversion

for  this channel. Once this conversion is complete , no more conver—

sions are made for this channel until after the next AC synchronizing

pulse. Timing diagrams for these operations appear in Figure 25

4.3.2 Serial Output Operation

The timing diagram for the serial output operation of a channel

is shown in Figure 26 . When the channel is not busy (as indicated

by the state of the CBUSY status flag), the LMP can wri te  into the

serial output word of the LMP interface. When the channel FIFO register

becomes full (i.e., the word count reaches the number specified during

configuration of the group) the CEUSY flag is set and the channel be-

gins the serial output operation to the subsystem by raising the request

line (REQ/LOK) . After the subsystem responds by raising the acknowledge

line O?LAG/ACK), the ICA transmits the bit stream (including parity bits

for each word) and the clock to the subsystem. Upon completion of this

transmission, the ICA tests the state of the FLAG/ACK to determine if

an error has occurred and lowers the REQ/LOK line. The error condition

determined from the FLAG/ACK state is used to clear (no error) or set (error)

the ERROR status bit for the channel. Finally it resets the CBUSY flag.
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Two status flags provided for progra~mmer convenience are EMPTY , which

is set when the FIFO register is empty, and FULL which is set when the

next word will fill the FIFO register. The subsystem is expected to

lower FLAG/ACK when REQ/LOK is lowered.

4.3.3 Serial Input Operation — Refresh Mode

Refresh timing of serial input operations is controlled by the

LMP , which initiates a serial operation by setting the ARM control flag.

If the REFRESH configuration flag is set , the ICA begins the serial

operation immediately by setting ERROR — 0, clearing the channel FIFO

register , and raising the request line (REQ/LOK) to the subsystem. The

subsystem responds by raising the acknowledge line (ACK/FLAG) when it

- 
- is ready to transmit data. The ICA then sets CBUSY — 1, then sends

clock pulses to the subsystem causing the system to transmit the data

stream including parity bits back to the ICA. The ERROR status bit

is set whenever a parity error is detected. When the number of clock

bits sent to the subsystem equals 17 t imes the word count, the ICA

terminates the transmission by lowering the REQ/LOK line and clearing

the CBUSY and ARM bits. Two status flags provided for programmer con—

venience are FULL, which indicates that the FIFO register is full, and

EMPTY , which indicates that the FIFO register is empty. These flags

have no significance while the channel is busy (CBUSY — 1). The timing

diagram for this operation is shown in Figure 27 (a).

4.3.4 Serial Input Operations — Flag Mode

Flag mode operations are similar to refresh mode operations
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except that the operation is initiated by the subsystem. The LMP re—

tains control of the operation via the ARM control bit , which must be

set before the ICA will recognize the subsystem flag.

Thus, operation begins with the setting of ARM by the LMP. The

ICA waits until the subsystem raises the ACK/FLAG line, then it sets

CBUSY — 1, raises the channel’s REQ/LOK line and begins sending clock

pulses to the subsystem. If a parity error is detected , the ICA will

lower the REQ/LOK line causing the subsystem to lockout the update of

its data and to reset the ACK/FLAG line. After reseting its internal

- - logic the subsystem will retry sending the message. The timing diagram

for this operation is shown in Figure 27 (b).

4.4 TESTING

It has already been mentioned that testability is an inherent fea—

ture of the ICA architecture. This section presents some details of

testing procedures. We shall begin at the subsystem and work inward

toward the LMP interface.

Testing of a subsystem depends, of course,on the subsystem design,

but some signals, such as serial digital signals, already carry infor-

mation (parity bits) which inherently provide some testing. The nature

of some signals (e.g., analog inputs) is such that subsystem testing

requires alternative signal paths and substantial subsystem circuitry.

For other types of signals, simple circuit arrangements can be used to

provide some information on the state of the connection to the subsystem.

4.4.1 Signal Interface Testing

The ICA signal interface circuits (Figure22 ) are tested by
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routing the output through the input circuit. For each of the tests,

the switch settings are as follows unless otherwise indicated:

Si OUTPUT/TEST ,

S2 SINGLE—ENDED,

S3 OUT ,

S4 DC REFERENCE,

S5 TEST.

4.4.1.1 Signal Interface TEST 1

The analog output level (ANALOUT ) is converted to analog form

by the MDAC , and routed through one output filter, the instrumentation

amplifier, and the input filter to the sample—and—hold circuit, f r om

which it is read by the ADC of the ICA. Frequency response of the fil-

ters can be tested at by suitably varying the output signal. The MDAC

input can also be obtained from the LOLEVL and HILEVL inputs, these

alternate inputs provide comparison testing of the digital circuits in

preceeding the 14DAC.

4.4.1.2 Signal Interface TEST 2

Switch S2 is set to position DIFFERENT iAL . The output signal

is routed through the inverting amplifier thereby testing this device

and the common—mode rejection characteristic of the instrumentation

amplifier.

4.4.1.3 Signal Interface Test 3

The group threshold (TRSHLD) is set to various levels to test
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the comparator.

4.4.1.4 Signal Interf ace TEST 4

Switch S4 is set to position AC REFERENCE. This test is for

comparison of the levels of the two references (AC and DC).

4.4.1.5 Signal Interface TEST 5

Switch Sl is set to position INPUT , and switch S3 is set to

position ON. Current from one source is routed through the test im-

pedance (R.
~EST), the voltage across which is measured by the channel

input circuit. This tests the current source.

4.4.1.6 Signal Interface TEST 6

Switch 51 is set to position INPUT , switch S3 is set to posi—

tion ON , and switch S2 is set to DIFFERENTIAL. This is the same as

TEST 5, except that the current sources are tested together (in series

as they are used in differential operation).

4.4. 2 ADC Testing

The tests above depend on the integrity of the ADC and associated

analog multiplexer of the ICA. Since the testing process routes signals

from each of the 16 MDAC’s to the ADC and compares the ADC output with

the I~fl~AC inputs, this procedure thoroughly tests the ADC and the analog

multiplexer. It is assumed, of course, that the reference level for the

ADC is derived independently (preferably internally to the ADC) from

the DC and AC reference levels for the NDAC’s.

4.4.3 Serial I/O Testing

Serial output signals are looped back through the serial input
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hardware, and the output data and error condition (obtained from the

output parity error bits) are stored in appropriate input registers of

the channel. Thus, the LMP has access to complete information on the

state of the output. Channels used for serial input can be tested in

a similar way in the TEST state, in which the subsystems are electrically

disconnected from the ICA.

Note, that correctness of the parity bit in either situation

does not guarantee that the parity error detection circuitry is func—

tioning properly, since bit streams looped back in this manner would

normally have correct parity. The circuitry is tested by performing

the test operation with the BADPAR control bit set. Zn the TEST state ,

BADPAR causes the bit stream to be generated with parity inverted , hence

always incorrect.

Testing of subsystem parity detection should not be implemented

in the same way, since improper operation might cause unwanted subsystem

actions . Thus , BADPAR cannot be set in the RUN state.
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SECTION V

SUBSYSTEM INFORMATION CHANNEL

The Subsystem Information Channel (SIC) is the channe] over which

the Link Module communicates with a subsystem’s electronic nameplate

(NP). The electronic nameplate is a memo ry device attached to each

subsystem. It contains information about the subsystem which the LM

must have in order to properly interface to the subsystem. This infor-

mation includes: the subsystem ’s EID, the nameplate configuration

(described below), interface configuration details for the LM’s ICA,

data conversion routines which the LM will apply to data received from

- - or sent to the subsystem, diagnostic test routines to exercise the

subsystem to verify proper operation, the calibration record of the

subsystem, and a log of errors which occur during normal operation of

the subsystem.

During system initialization, after establishing communications

with the nameplate, the LM will first check the ELD and nameplate con-

figuration to confirm that the proper subsystem and all its components

are present. The interface configuration information is then obtained

from the nameplate and is used to configure the LM’s universal interface

to properly mate with the subsystem. Then the data conversion routines

are extracted to be used in processing all data transferred to and from

the subsystem.

Also, either during initialization or during normal operations ,

the LM can extract the diagnostic test routines and execute them to

test the proper operation of the subsystem . The calibration record is

available for the LM to verify that the subsystem installed has received

any required calibration. The calibration record includes offset  para—

meters which can be used by the data conversion routines to correct

values obtained from or sent to the subsystem.
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Figure 28 illustrates a typical nameplate conf igura t ion .  When

several small subsystems are connected together as a unit and interface

via a single Link Module, the individual electronic nameplates are

chained together on the LM’s single SIC. In some situations an additional

master nameplate might be applied to the entire integrated unit, with

tha t nameplate the first in the chain. To allow for this sort of inte-

gration , all nameplates include a “nameplate configuration” which lists

which , if any , nameplates must be chained to it in order to have a proper

equipment configuration. Section 5.2 describes the SIC commands which

facilitate communication with each of the nameplates.

A master nameplate not only tells which additional nameplates

should be present in the system, but also tells how signal lines on the

universal interface are allocated among the bundled subsystems. For

example, as illustrated in Figure 29 suppose subsystem #1’s nameplate

states that 4 analog input lines are needed, and subsystem #2’s name-

plate states that 8 analog output lines are needed. When the two sub-

systems are integrated into a single system with signal lines bundled

in one connector and cable to the LM, a determination must be made re-

garding which of the LM’s 16 signal lines are allocated to which subsystem.

The master nameplate tells the LM how that allocation was made, indi-

cating, for example, that lines 1—4 of the LM are to be configured for

subsystem #1, ar.i lines 5—12 of the LM are to be configured for sub—

system #2. In the absence of a master nameplate providing this informs—

tion, the LM assumes by default that lines are allocated in order accord-

ing to where the individual nameplates appear in the chain.
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5.1 CO)OflJNICAT ION PROTOCOL

Figure 50 illustrates the format of the serial communications on

the subsystem information channel. A Bingle fixed—length command/data

word is transmitted by the Link Module, and a single fixed—length

status/data word is always returned by the selected nameplate.

The command field, status f ield , and data field are each 8 bits

long. Thus the command/data word totals 19 bits: a start bit, 16 bits

for command and data, a parity bit, and a stop bit. The status/data

word is similarly 19 bits long. For those conmands for which the data

• field is not utilized , the field is arbitrary and is ignored.

A clock signal is transmitted to the nameplates by the LM. The

clock is held low between commands. It is restarted when a coimmand is

transmitted and is maintained until after the status word is received.

It must then return to zero for a minimum period, called the command

gap , before a new command can commence. This procedure provides a way

of resetting all nameplates by holding the clock low. It also allows

nameplates to distinguish command words from status words on the bus.

There is also a status gap between the command and status words.

After receipt of a command word, the nameplate must return status be—

fore the end of the status gap. A delay longer than this indicates to

the LM that the command was not received. The LM would then retry the

command.

5.2 COMMANDS AND STATUS

Only one nameplate is “selected” for communication at a time.

Selection is performed by one of two methods : either by nameplate
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